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Abstract

Several researchers have put forward models of bilingual lexical representation based on extensions to traditional monolingual models, such as those using serial search and interactive activation paradigms. In this paper we examine the implications of employing a distributed notion of lexical representation in a model of the bilingual lexicon. A model is presented that stores knowledge about the words in two languages in a single connectionist network. The model simulates both empirical evidence taken to indicate independent lexical representations, as well as evidence of between-language similarity effects. The latter type of evidence is problematic for models which employ strictly independent lexical representations for each language. The implications of evidence from bilingual language development and from second language acquisition are discussed.

1  Introduction

There has been a good deal of interest in how the bilingual’s language system relates to that of the monolingual. At one extreme is the view that we must postulate a separate language system for the bilingual’s second language [1]. At the other extreme is the view that the two languages may merely serve as subdivisions within a single system, perhaps only differentiated on the basis that words of different languages often sound or look different [2]. In this paper, we will focus on the bilingual lexicon. Here the question becomes, ‘does the bilingual have two mental dictionaries to recognise the words in each language, or a single combined dictionary?’.

One of the principal tools that researchers have used to investigate this question is the lexical decision task, usually for visually presented words. Two types of evidence are often used. The first is priming, whereby researchers examine whether word recognition in one language affects later recognition in the other language. Priming paradigms show that short term semantic priming occurs between as well as within languages (e.g. [3]). However long term lexical priming between the first and second presentations of a word is only found for repetitions within a language, not between translation equivalents in different languages [4].

The second sort of evidence relies on the fact that for many pairs of languages, there are word forms that exist in both languages. Here researchers examine whether such words (referred to as homographs) behave differently from matched words existing in only one of the languages (henceforth referred to as Singles). Non-cognate​ homographs are words that have the same form but a different meaning in each language (e.g. MAIN and FIN in English mean ‘hand’ and ‘end’ in French). Since they have a different meaning, these words often have a different frequency of occurrence in each language. Results have shown that the same word form is recognised quickly in the language context where it is high frequency, and slowly in the language context where it is low frequency [5]. The fact that these words show the same frequency response as Singles suggests that their behaviour is unaffected by the presence of the same word form in the other language, and in turn, that the lexical representations are therefore independent. In support of this view, presentation of a non-cognate homograph in one language context does not facilitate later recognition of the word form in the other language context [6].

On the basis of the above findings, researchers have tended to conclude that the bilingual has independent representations for a word and its translation equivalent at the lexical level, but a common representation at the semantic level [7].

There is a caveat to this story however. While the general picture is that lexical representations are independent, nevertheless under some circumstances, between-language similarity effects are found. That is, words in one language show a  differential behaviour because of their status in the other language. Thus Klein and Doctor [8] found that non-cognate homographs were recognised more slowly than matched cognate homographs (words which have the same form and meaning in each language, such as TRAIN in English and French). Cristoffanini, Kirsner, and Milech [9] and Gerard and Scarborough [5] found that cognate homographs in a bilingual’s weaker language were recognised more quickly than Singles of matched frequency, as if the stronger language were helping the weaker language on words they had in common. And Beauvillain [10] found that when operating in just one language, bilingual subjects recognised words with orthographic patterns specific to that language more quickly than words with orthographic patterns common to both languages.

Several researchers have put forward models of bilingual lexical representation based on extensions to traditional monolingual models, such as the serial search and interactive activation models [11, 12, 13]. Given the apparent independence of the lexical representations, models have promoted language as playing a key role in structuring the representations, so that there might be a separate word list for each language in the serial model, or a separate network of word units for each language in the interactive activation model. The problem for models of this type is that they then have difficulty in accounting for between-language similarity effects.

In this paper we consider an extension of the distributed word recognition framework to the bilingual case. We will specifically consider the hypothesis that the presence of between-language similarity effects is a marker that both languages are stored in a single distributed connectionist network.

2  Modelling the bilingual lexicon

We will follow Plaut [14, 15] in modelling performance in the visual lexical decision task via a connectionist network mapping between the orthographic codes and semantic codes of the words in the lexicon. This network is taken to be part of the wider processing framework involved in reading [26]. Several simplifying assumptions will be made in constructing the initial model. Firstly, we will employ two artificially created ‘languages’ (see below), which capture a number of features of interest but do not have the complexity (or vagaries) of natural languages. Secondly, the model will employ a strictly feedforward architecture, although this should be seen as an approximation to an interactive system developing attractors (see Plaut, [15]). Thirdly, our aim will be to compare simulation results with empirical data on normal performance and priming effects in the lexical decision task. However, we will use the accuracy of the network’s semantic output to match to subjects’ response time data. It has been shown that network error scores do not precisely map to reaction times [16]. The accuracy of the network’s responses (as measured by the error between the target semantic code and the network’s output) is intended to give an indication of the characteristics of processing in a network computing the meanings from the words in two languages. If the predicted base rate differences and similarity effects do not appear in the accuracy measure, it is hard to see where they will come from in generating the final response times. The use of error scores allows us to temporarily side-step the complexity of implementing cascaded activation and response mechanisms in the model, and to focus on the implications of representing two languages in a single network.

2.1  Designing two artificial word sets

Two artificial languages, A and B, were created for the model to learn. These each comprised approximately 100 three letter words, constructed from an alphabet of 10 letters. Words were randomly generated around consonant / vowel templates. These are shown in Table 1. The languages each shared two templates, and had two unique templates. The words were represented over 30 orthographic input units. Meanings for the words were generated at random across a semantic vector of 120 features. For a given meaning, each feature had a probability of 0.1 of being active [14]. Words were defined as high or low frequency, whereby low frequency words were trained at 0.3 of the rate of high frequency words (corresponding roughly to the logarithmic difference between high and low frequency words in English). 

Words could have three types of relation between the two languages. (1) Singles were word forms which existed in only one language. These words were assigned a translation equivalent in the other language which shared its meaning and frequency, but which possessed a different word form. For English and French, examples of Singles in English would be RAIN (shared template) and COUGH (unique template), in French BAIN (shared template) and OEUF (unique template). (2) Cognate homographs were word forms which existed in both of the languages, and which shared the same meaning and frequency in each language (e.g. TRAIN). (3) Non-cognate homographs were word forms which existed in both of the languages but which had a different meaning and frequency in each language (e.g. MAIN).

Three letter words employing a 10 letter alphabet.

(C)onsonants:      b, f, g, s, t.

(V)owels:            a, e, i, o, u.


Language A Templates
Language B Templates

Shared
CVV and CVC
CVV and CVC

Unique
VCV and VVC
CCV and VCC

Illegal in both
VVV and CCC
VVV and CCC

Procedure.
1 20 of each template are selected at random.

2 10 of each set of 20 are assigned to be high frequency, 10 to be low frequency.

3 Low frequency words are trained at 30% of the rate of High Frequency words.

4 8 Cognate Homographs and 8 Non-cognate Homographs are chosen at random, 4 of each 8 from CVV, 4 from CVC (the two shared templates).

5 Meanings are generated over a bank of 120 semantic feature units. Meanings are randomly generated binary vectors, where each unit has a probability of 10% of being active in a given meaning (and at least 2 features must be active).

6 Words are paired between languages at random, to be translation equivalents, with the constraint that a meaning has to be the same frequency in each language.

7 Cognate homographs are assigned the same meaning in each language.

8 Non-cognate homographs are assigned a different meaning for the same letter string in the two languages.

9 4 of the non-cognate homographs are assigned to be high frequency in A, low frequency in B, and the other 4 to be low frequency in A, high frequency in B.




2.2  Language context information

Both the orthographic and semantic vectors for each word were associated with a language context vector. This was 8 units long, of which 4 units were turned on for words in Language A, and 4 were turned on for words in Language B. This allowed language membership information to be at least as salient to the network as the orthographic identity of the word (see Thomas and Plunkett for the implications of varying the size of the language vector [17]). This vector is best thought of as tagging the language membership of a word on the basis of language specific features available to the language learner. These features may be implicitly represented in the languages or be drawn out explicitly as representational primitives by the language system. The notion of language tagging is consistent with the majority of previous models of bilingual lexical representation (see e.g. [13]).
2.3  Network architecture

The network architecture is shown in Figure 1. The network initially used 60 hidden units, although variations between 40 and 80 units did not significantly affect the pattern of results. The network was trained on both languages simultaneously for 600 epochs, at a learning rate of 0.5 and momentum of 0, using the cross-entropy algorithm. At this stage, 99.99% of the semantic features were within 0.5 of their target values. A balanced and an unbalanced condition of the network were run. In the balanced condition, both languages were trained equally. In the unbalanced condition, L2 was trained at a third of the rate of L1. There were six replications of each network using different randomised initial weights.



2.4  The simulation of priming

Long term repetition priming was simulated in the model by further training the network for 12 additional cycles on the prime, using the same learning rate (see [18], [19]) and then recording the accuracy of the output for the target. Thomas [6] has shown that priming by additional training on a single mapping does not cause significant interference to other mappings stored in the network, and is a plausible way to model long term repetition priming effects.

3  Results implying independence

Figure 2 shows a principal components analysis of the hidden unit activations of a representative balanced network after training. This analysis shows that the network has formed distinguishable representations for the two languages over the single hidden layer. Figure 3 shows the accuracy with which the semantic vectors are produced for the three types of word. Singles showed the expected frequency effect (analysis of variance, F(1,3)=907.95, p<0.001). Importantly, non-cognate homographs showed the same frequency effect as Singles (non-significant interaction of word type and frequency effect, F(1,2)=0.13, p=0.724). Here the same word form shows a different frequency response in each language context, even when both word forms are stored in the same network. Empirical evidence to this effect has been taken to imply independent lexical representations [5].

For the priming results, we will concentrate on the results for Singles and non-cognate homographs. Figure 4 shows a comparison of the network’s performance (lower panel) with data from two empirical studies using English and French (upper panel). Data are averaged over the two languages. The empirical data for Singles and non-cognate homographs are from separate studies. The within and between-language priming effects for Singles are from Kirsner et al [4]. The empirical data for non-cognate homographs are from Thomas [6]. Since these data are from separate studies, the similarity in base rate responses between the two studies is co-incidental. These graphs show normal performance for words in their unprimed state, the within-language repetition priming effect (dashed line), and the between-language repetition priming effect (solid line). For Singles, the between-language priming effect represents priming gained from previous presentation of the word’s  translation equivalent in the other language. For non-cognate homographs, the between-language priming effect represents priming gained from previous presentation of the same word form in the other language.

With regard to Singles, in contrast to the empirical data, the model shows a between-language priming effect, albeit only 19% of the size of the within-language repetition effect. Here we find a residue of the representations occupying the same network. Between-language priming is caused by the common semantic output. Two points are of note here. Firstly, this simulation result might well be reduced for natural languages, since their orthographic spaces are far more sparsely populated. Real words can be far more different than the 3-letter words used in this simulation. A greater difference in similarity at input would reduce the between-language priming effect. Secondly, the model makes the empirical prediction that if restricted word sets were chosen from a pair of natural languages which increased the orthographic similarity between translation equivalents in line with the artificial languages, cross-language repetition effects should be found. Cristoffanini, Kirsner, and Milech [9] examined cross-language priming patterns between translation equivalents with greater or lesser degrees of orthographic relation, and indeed found data consistent with the view that greater orthographic similarity produces greater cross-language priming.

With regard to non-cognate homographs, the model shows no between-language facilitation at all, indeed there is an inhibition effect 13% of the size of the within-language effect. Again this effect is not shown in the empirical data. However, under certain network conditions the effect was eliminated (when the language coding vector was 16 units, and when the network was trained for 3000 epochs). An effect much smaller than this might be hard to find in the data in any event.

In sum, the network shows an approximate fit to the empirical data, data which have been taken to imply independent representations. However, the presence of the between-language effects shows some residue of the fact that these two sets of language representations are distributed over the same multidimensional space. There are grounds to believe that under certain conditions, the network results will approximate the empirical data even more closely, when the artificial languages more closely resemble natural languages, or when subsets of natural languages are chosen that increase the orthographic similarity of translation equivalents towards that of the artificial languages. The model produces additional between-language effects, but in the following cases, we will see that they fit with empirical data.

4  Results demonstrating similarity effects

The balanced network showed a disadvantage for non-cognate homographs compared to cognate homographs (F(1,2)=8.66, p=0.003). Klein and Doctor [8] found this effect for bilinguals in the lexical decision task. In the unbalanced condition, cognate homographs in L2 were advantaged compared to frequency matched Singles (F(1,3)=9.49, p=0.002), an empirical result found in a number of studies (see [5]). Beauvillain [10] found that words with language specific orthographic patterns were advantaged compared to those with patterns common to both languages. Recall that in the model, languages have both shared and unique templates. Similar although noisy results were found when testing the balanced network across a range of parameter conditions. Words from unique templates produced more accurate responses than those from shared templates. However, this effect was more prevalent in Language A which showed this advantage over all conditions, than Language B, which showed it only intermittently. Orthographic effects were compromised by the fact that 3-letter words with language specific and language non-specific orthographic patterns could nevertheless have very similar orthographic forms (for instance the word ITO was a legal string only in A, the word STO was a legal string only in B). The effect of language specific orthography is currently the subject of further work.
















5  Evaluation

The Bilingual Single Network model shows both effects taken to imply separate mental dictionaries, as well as a number of between-language similarity effects which are problematic for the independent lexicons view.

Why would one want to include both languages in a single network? This approach has the advantage of parsimony: It does not require that we assume any special structures for the bilingual language system. The Single Network model is consistent with the notion of a distributed lexicon, where many constraints determine the representations developed by the system. In the bilingual case, language membership serves as an additional constraint in performing the computations necessary in word recognition. In principle, we could think of it as similar to the constraint of tagging the meaning of ambiguous words by semantic context or grammatical class. Thus where bilingual research shows that non-cognate homographs are recognised according to within-language frequency [5], monolingual research shows that ambiguous words with a noun and a verb meaning (such as BOX) are recognised according to the noun frequency or verb frequency, depending on the sort of word subjects are expecting to see [20]. Thus BOX seen as a verb is recognised as if it were low frequency, but as a noun, as if it were high frequency. And where bilingual research shows that non-cognate homographs show no repetition priming from one language to the same word form in the other language, monolingual research shows that an ambiguous word will only experience repetition priming if semantic context causes the same meaning to be accessed on both the first and second presentations [21].

On the other hand, models of bilingual word recognition that postulate entirely independent representations must generate a separate account of the between-language similarity effects. Such an account might be based on competition and co-operation effects between the lexicons. It would revolve around the way that bilinguals control their lexicons. Normally, bilinguals generate responses according to a single language. Effects originating from the context-irrelevant language would then need to be sub-threshold. A control based account of similarity effects has yet to be clearly formulated, since there is limited knowledge about the control processes that operate over internal representations in general (e.g. see [22]).

6  The constraints of acquisition

Evidence from language acquisition has implications for both approaches. The Single Network model detailed here assumes simultaneous acquisition of both languages. However, in the case of second language acquisition, a single network runs up against the problem of catastrophic interference. In catastrophic interference, training on a new set of knowledge can damage the network’s performance on the knowledge it already has [27, 28]. There is little overt evidence of impairments to L1 during L2 acquisition [23], although it is not clear that anyone has specifically looked for such effects (under, say, conditions of intense L2 acquisition). Yet empirical data suggest that after two years of learning a second language, the functional structure of the bilingual’s lexicon is little different from that produced by simultaneous acquisition [29, 30, 31], albeit a structure that exhibits a number of asymmetries between the languages (such as in translation and in cross-language priming effects). The question of catastrophic interference has yet to be resolved for connectionist models of cognitive processes in general, although some suggestions have been offered (e.g. see [32]). For example, it is not clear that in principle, the acquisition of a new language is any different from expanding one’s existing vocabulary in a single language. While there is a difference in scale, both involve sequential acquisition. Since in the Single Network model, the late arrival of a second language at least necessitates the addition of language context units, some recruitment of resources is implied. Thus an account based on a generative algorithm might be an appropriate way to proceed. Note that the Single Network model is not committed to a particular learning algorithm, simply to the idea that there are no architectural partitions in the lexicon and that soft constraints allow both independence and similarity effects to emerge. 

A model that postulates independent representations for each language can account straightforwardly for second language acquisition (“new language? new network!”). However, this model has trouble in justifying its architecture during simultaneous acquisition. Developmental evidence suggests that children show differential use of their two languages from a very early age, as young as 2 years [24, 25]. Their bilingual language development appears primarily to involve working out when it is appropriate to use each language. This would imply a very early commitment to separate representations, if indeed such a commitment is made. Early commitment is of course risky: it wouldn’t do for a child to choose separate representations if his or her parents merely turned out to have different regional accents.

7  Conclusion

In conclusion, both the Single Network account and Independent representations account have to be extended in order to meet the constraints of acquisitional data. However, as we have seen here, the Single Network account is not only parsimonious in its assumptions, it also accounts for more of the data on adult bilingual word recognition than previous models based on independent representations. Specifically, a distributed model can capture both evidence for the independence of lexical representations and evidence of between-language similarity effects. The mappings for each language are distinguished in the coding scheme. However, the network’s behaviour is a result of the internal representations it develops to solve the computational task of producing the meanings for the words in two languages. This contrasts with the a priori specification of the representations that occurs in serial access and interactive activation models. 

Further work remains to be done. For example, much of the relevant empirical data on bilingual lexical processing derives from the visual lexical decision task, yet a definitive account of monolingual lexical decision based on distributed representation remains to be formulated [6, 15, 16]. Moreover, a network that maps between orthography and semantics is only part of a processing framework that contributes to performance in the lexical decision task. Other information sources may be used, such as the orthographic familiarity of the input string, and the familiarity of the pronunciation it produces. Sources of information must be combined somehow to drive a response mechanism. At present, such considerations are beyond the scope of the bilingual model. The aim of this paper has been to explore the implications of distributed representations for bilingual lexical processing. Some of these implications will inevitably change as distributed models of monolingual lexical processing evolve. Here we have suggested that distributed networks have much to offer the study of bilingual word recognition.

References

1. Lambert WE. Psychological studies of the interdependencies of the bilingual’s two languages. In Puhvel J (Ed.), Substance and structure of language. Los Angeles: University of California Press, 1969.

2. Kirsner K, Lalor E, and Hird K. The bilingual lexicon: Exercise, meaning, and morphology. In Schreuder R and Weltens B (Eds.) The Bilingual Lexicon. Amsterdam/ Philadelphia: John Benjamins, 1993. Pp. 215-248.

3. Chen H-C and Ng ML. Semantic facilitation and translation priming effects in Chinese-English bilinguals. Memory and Cognition 1989, 17, 454-462.

4. Kirsner K, Smith MC, Lockhart RLS, King ML, and Jain M. The bilingual lexicon: Language-specific units in an integrated network. Journal of Verbal Learning and Verbal Behaviour 1984, 23, 519-539.

5. Gerard LD and Scarborough DL. Language-specific lexical access of homographs by bilinguals. Journal of Experimental Psychology: Learning, Memory, and Cognition 1989, 15, 305-315.

6. Thomas MSC. Connectionist networks and knowledge representation: The case of bilingual lexical representation. Unpublished D.Phil. Thesis. Oxford University, 1997

7. Smith MC. On the recruitment of semantic information for word fragment completion: Evidence from bilingual priming. Journal of Verbal Learning and Verbal Behaviour 1991, 17, 234-244.

8. Klein D and Doctor EA. Homography and polysemy as factors in bilingual word recognition. South African Journal of Psychology 1992, 22(1), 10-16.

9. Cristoffanini P, Kirsner K, and Milech D. Bilingual lexical representation: The status of Spanish-English cognates. The Quarterly Journal of Experimental Psychology 1986, 38A, 367-393.

10. Beauvillain C. Orthographic and lexical constraints in bilingual word recognition. In R. J. Harris (Ed.) Cognitive Processing in Bilinguals. Elsevier Science Publishers, 1992.        

11. Grainger J. Visual word recognition in bilinguals. In Schreuder R and Weltens B (Eds.) The Bilingual Lexicon. Amsterdam/Philadelphia: John Benjamins, 1993. Pp. 11-25.

12. French RM and Ohnesorge C. Using orthographic neighbourhoods of interlexical nonwords to support an interactive-activation model of bilingual memory. Proceedings of the 18th Annual Conference of the Cognitive Science Society. Lawrence Erlbaum Associates, 1996. Pp. 318-323

13. Grainger J and Dijkstra T. On the representation and use of language information in bilinguals. In Harris RJ (Ed.) Cognitive Processing in Bilinguals. Elsevier Science Publishers, 1992. Pp. 207-220.

14. Plaut DC. Semantic and Associative Priming in a Distributed Attractor Network. In Proceedings of the Seventeenth Annual Conference of the Cognitive Science Society. Lawrence Erlbaum Associates, 1995. Pp. 37-42.

15. Plaut DC. Structure and function in the lexical system: Insights from distributed models of word reading and lexical decision. Language and Cognitive Processes. In press.

16. Bullinaria JA. Modelling reaction times. In Smith LS and Hancock PJB (Eds.) Neural Computation and Psychology, Proceedings of the 3rd Neural Computation and Psychology Workshop. Springer, 1995. Pp. 34-48.

17. Thomas MSC and Plunkett K. Representing the bilingual’s two lexicons. In Proceedings of the 17th Annual Cognitive Science Society Conference.  Hillsdale, NJ: Lawrence Erlbaum, 1995. Pp. 760-765.

18. Becker S, Behrmann M, and Moscovitch M. Word priming in attractor networks. In Proceedings of the 15th Annual Meeting of the Cognitive Science Society, Erlbaum, 1993. Pp. 231-236.

19. McClelland JL and Rumelhart DE. A Distributed Model of Human Learning and Memory. In McClelland JL, Rumelhart DE, and the PDP Research Group, Parallel Distributed Processing: Explorations in the Microstructure of Cognition. Volume 2: Psychological and Biological Models. MIT Press, 1986.

20. Roydes RL and Osgood CE. Effect of grammatical form-class set upon perception of grammatically ambiguous English words. Journal of Psycholinguistic Research 1972, 1, 165-174.

21. Masson MEJ and Freedman L. Fluent identification of repeated words. Journal of Experimental Psychology: Learning, Memory, and Cognition 1990, 16, 355-373.

22. Monsell S. Control of mental processes. In Bruce V (Ed.) Unsolved mysteries of the mind: Tutorial essays in cognition. Erlbaum, 1996. Pp. 93-148.

23. Ellis R. The study of second language acquisition. Oxford University Press, 1994.

24. Genesee F. Early bilingual development: one language or two? Journal of Child Language 1989, 6, 161-179.

25. Lanza E. Can a bilingual two-year-old code-switch? Journal of Child Language 1992, 19, 633-658. 

26. Seidenberg MS and McClelland JL. A distributed, developmental model of word recognition and naming. Psychological Review 1989, 96, 523-568.

27. Ratcliff R. Connectionist models of recognition memory: Constraints imposed by learning and forgetting functions. Psychological Review 1990, 97, 285-308.

28. McCloskey M and Cohen NJ. Catastrophic interference in connectionist networks: The sequential learning problem. In GH Bower (Ed.) The psychology of learning and motivation, vol. 24, 1989. New York: Academic Press.

29. Magiste E. Stroop tasks and dichotic translation: The development of interference patterns in bilinguals. Journal of Experimental Psychology: Learning, Memory, and Cognition 1984, 10(2), 304-315.

30. Potter MC, So K-F, von Eckhardt B, and Feldman LB. Lexical and conceptual representation in beginning and more proficient bilinguals. Journal of Verbal Learning and Verbal Behaviour 1984, 23, 23-38.

31. Kroll JF and Curley J. Lexical memory in novice bilinguals: The role of concepts in retrieving second language words. In M. Gruneberg, P. Morris, and R. Sykes (Eds.), Practical Aspects of Memory, Vol. 2. 1988. London: John Wiley and Sons.

32. McClelland JL, McNaughton BL, and O’Reilly RG. Why there are complementary learning systems in the hippocampus and neocortex: Insights from the successes and failures of connectionist models of learning and memory. Psychological Review 1995, 102, 419-457.

Table 1: Construction Scheme for the 2 languages, A and B.
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Figure 1. Architecture of the Bilingual Single Network model.








Figure 2. Principal components analysis of the hidden unit activations for the balanced bilingual network. Lang. A = White Circles, Lang. B = Grey Squares.





Figure 3. Base rate response of the balanced network for each word type. Examples of each word type from English and French are shown.








Figure 4. Patterns of within and between-language priming.


a) Empirical data.


 Data for Singles and for non-cognate homographs are from separate studies. For 


 Singles, the data are from Kirsner et al [4]. For non-cognate homographs, data are 


 from Thomas [6]. In each study, data are averaged over both languages.





b) Simulation data from the Bilingual Single Network model.


 For Singles / translation equivalents, similarity at output causes a small between-


 language facilitatory priming effect. For non-cognate homographs, similarity at 


 input causes a small between-language inhibitory priming effect.
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Comparison of base rate errors of singles, cogs, and ncogs, split by frequency.

Word type

Singles

Cognate homographs

Non-cognate homographs

Singles 

Cognates

N-cog-homs

High Frequency

0.012292

0.011649

0.014222

High Frequency

0.012292

0.011649

0.014222

Low Frequency

0.031913

0.030313

0.036401

Low Frequency

0.031913

0.030313

0.036401

0.0

0.0

0.0

0.0

0.0

0.0

 Word (existing in only one language)

 Cognate homograph

 Non-cognate homograph

 Translation equivalent

 Identical translation equivalent

 Same word form in other language

 % reduction

 % reduction

 % reduction

Unprimed

Primed

   in error

Base

Prime

   in error

Base

Prime

   in error

   Single

0.0221

0.0154

0.30316742081447967

 Cognate homograph 

0.021

0.0149

0.29

 Non-cognate homograph 

0.0253

0.0171

0.32

   Trans. Equiv.

0.0221

0.0208

0.058823529411764816

 Translation Equivalent

0.021

0.0193

0.08

 Word form in other lang.

0.0253

0.0264

-0.04

Priming of the translation equivalent as

Priming of the translation equivalent as

Priming of the word form as

a proportion of the repetition priming

a proportion of the repetition priming

a proportion of the repetition priming

effect of the Single in its own language:

0.19

effect of the Cognate in its own language:

0.28

effect of the Non-cog-hom in its own language:

-0.13

Human Data

 % reduction

 % reduction

Unprimed

Primed

   in error

Unprimed

Primed

   in error

   Single

732.5

652.5

0.10921501706484642

   Single

732.5

652.5

0.10921501706484642

Empirical Data

   Trans. Equiv.

732.5

735.0

-0.0034129692832764505

   Trans. Equiv.

732.5

735.0

-0.0034129692832764505

Unprimed

Primed

Unprimed

Primed

Within language    

732.5

652.5

732.5

652.5

Between language     

732.5

735.0

732.5

735.0

Unprimed

Primed

Unprimed

Primed

Within language    

0.0221

0.0154

0.0253

0.0171

Between language     

0.0221

0.0208

0.0253

0.0264
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Comparison of base rate errors of singles, cogs, and ncogs, split by frequency.

Word type

Singles

Cognate homographs

Non-cognate homographs

Singles 

Cognates

N-cog-homs

High Frequency

0.012292

0.011649

0.014222

High Frequency

0.012292

0.011649

0.014222

Low Frequency

0.031913

0.030313

0.036401

Low Frequency

0.031913

0.030313

0.036401

 Word (existing in only one language)

 Cognate homograph

 Non-cognate homograph

 Translation equivalent

 Identical translation equivalent

 Same word form in other language

 % reduction

 % reduction

 % reduction

Unprimed

Primed

   in error

Base

Prime

   in error

Base

Prime

   in error

   Single

0.0221

0.0154

0.30316742081447967

 Cognate homograph 

0.021

0.0149

0.29

 Non-cognate homograph 

0.0253

0.0171

0.32

   Trans. Equiv.

0.0221

0.0208

0.058823529411764816

 Translation Equivalent

0.021

0.0193

0.08

 Word form in other lang.

0.0253

0.0264

-0.04

Priming of the translation equivalent as

Priming of the translation equivalent as

Priming of the word form as

a proportion of the repetition priming

a proportion of the repetition priming

a proportion of the repetition priming

effect of the Single in its own language:

0.19

effect of the Cognate in its own language:

0.28

effect of the Non-cog-hom in its own language:

-0.13

Human Data

 % reduction

 % reduction

Unprimed

Primed

   in error

Unprimed

Primed

   in error

   Single

732.5

652.5

0.10921501706484642

   Single

732.5

652.5

0.10921501706484642

Empirical Data

   Trans. Equiv.

732.5

735.0

-0.0034129692832764505

   Trans. Equiv.

732.5

735.0

-0.0034129692832764505

Unprimed

Primed

Unprimed

Primed

Within language    

732.5

652.5

732.5

652.5

Between language     

732.5

735.0

732.5

735.0

Unprimed

Primed

Unprimed

Primed

Within language    

0.0221

0.0154

0.0253

0.0171

Between language     

0.0221

0.0208

0.0253

0.0264
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Comparison of base rate errors of singles, cogs, and ncogs, split by frequency.

Word type

Singles

Cognate homographs

Non-cognate homographs

Singles 

Cognates

N-cog-homs

High Frequency

0.012292

0.011649

0.014222

High Frequency

0.012292

0.011649

0.014222

Low Frequency

0.031913

0.030313

0.036401

Low Frequency

0.031913

0.030313

0.036401

0.0

0.0

0.0

0.0

0.0

0.0

 Word (existing in only one language)

 Cognate homograph

 Non-cognate homograph

 Translation equivalent

 Identical translation equivalent

 Same word form in other language

 % reduction

 % reduction

 % reduction

Unprimed

Primed

   in error

Base

Prime

   in error

Base

Prime

   in error

   Single

0.0221

0.0154

0.30316742081447967

 Cognate homograph 

0.021

0.0149

0.29

 Non-cognate homograph 

0.0253

0.0171

0.32

   Trans. Equiv.

0.0221

0.0208

0.058823529411764816

 Translation Equivalent

0.021

0.0193

0.08

 Word form in other lang.

0.0253

0.0264

-0.04

Priming of the translation equivalent as

Priming of the translation equivalent as

Priming of the word form as

a proportion of the repetition priming

a proportion of the repetition priming

a proportion of the repetition priming

effect of the Single in its own language:

0.19

effect of the Cognate in its own language:

0.28

effect of the Non-cog-hom in its own language:

-0.13

Human Data

 % reduction

 % reduction

Unprimed

Primed

   in error

Unprimed

Primed

   in error

   Single

732.5

652.5

0.10921501706484642

   Single

732.5

652.5

0.10921501706484642

Empirical Data

   Trans. Equiv.

732.5

735.0

-0.0034129692832764505

   Trans. Equiv.

732.5

735.0

-0.0034129692832764505

Unprimed

Primed

Unprimed

Primed

Within language    

732.5

652.5

732.5

652.5

Between language     

732.5

735.0

732.5

735.0

Unprimed

Primed

Unprimed

Primed

Within language    

0.0221

0.0154

0.0253

0.0171

Between language     

0.0221

0.0208

0.0253

0.0264
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-0.95844

sot_AHFSLLCVC

ALL73

-1.50965

-1.17591

fuo_ALFSLLCVV

ALL20

-1.40752

0.356017

fas_ALFSLLCVC

ALL4

-1.21433

0.236017

bae_ALFSLLCVV

ALL15

-1.38606

0.464347

geg_ALFSLLCVC

ALL13

-1.50601

-1.05193

soo_AHFSLLCVV

ALL5

-1.71696

0.547543

gea_AHFSLLCVV

ALL14

-1.08357

-1.26262

sio_ALFSLLCVV

ALL10

-1.38471

-1.25794

bou_ALFSLLCVV

ALL28

-0.92044

-0.70974

tiu_ALFSLLCVV

ALL27

-0.9125

0.614968

tif_ALFSLLCVC

ALL25

-1.40648

-0.38319

tue_AHFSLLCVV

ALL21

-0.91318

0.092782

gig_AHFSLLCVC

ALL76

-1.61907

-0.14554

fea_AHFSLLCVV

ALL3

-1.16232

0.465282

gif_ALFSLLCVC

ALL78

-1.12572

-0.14021

bag_ALFSLLCVC

ALL9

-1.33145

0.739055

faa_AHFBNCGCVC

ANCH1

-1.36918

-0.46148

boa_ALFBNCGCVV

ANCH3

-1.48631

-0.27785

fob_AHFBNCGCVC

ANCH5

-1.49734

-0.48842

fia_AHFBNCGCVV

ANCH2

-1.13298

0.438298

baa_ALFBNCGCVV

ANCH4

-1.08752

-0.92393

sog_ALFBNCGCVC

ANCH7

-1.34873

-1.43665

sos_ALFBNCGCVC

ANCH8

-1.09978

0.318722

sab_AHFBNCGCVC

ANCH6

-0.81806

0.65871

tie_ALFBCOGCVV

ACOG3

-0.78739

0.954372

tag_ALFBCOGCVC

ACOG8

-0.74886

0.053125

tig_ALFBCOGCVC

ACOG7

-1.19191

0.265903

baf_AHFBCOGCVC

ACOG6

-0.91419

-0.34951

fat_AHFBCOGCVC

ACOG5

-1.21349

0.819637

gao_ALFBCOGCVV

ACOG4

-0.82588

-1.83648

buo_AHFBCOGCVV

ACOG2

-1.2875

-2.42797

suu_AHFBCOGCVV

ACOG1

1.585171

-0.65934

ssi_BHFSNLCCV

BLN57

1.848318

-0.98346

ssu_BLFSNLCCV

BLN72

1.723922

-0.66443

ffo_BHFSNLCCV

BLN63

1.113108

-1.01695

bta_BLFSNLCCV

BLN58

1.703726

-1.32127

sge_BHFSNLCCV

BLN61

1.473962

-2.03605

stu_BLFSNLCCV

BLN62

1.232443

-0.39021

egt_BLFSNLVCC

BLN65

1.454091

-0.22596

igb_BHFSNLVCC

BLN80

2.049119

-0.40458

osb_BHFSNLVCC

BLN68

1.407765

-0.59392

ogt_BLFSNLVCC

BLN76

1.018331

-0.07687

tta_BLFSNLCCV

BLN70

1.872863

-0.60771

obg_BLFSNLVCC

BLN73

1.238201

-1.59272

sgi_BHFSNLCCV

BLN48

0.904859

-1.17792

ett_BLFSNLVCC

BLN55

1.52777

-0.49148

gfo_BLFSNLCCV

BLN54

0.914493

0.041725

egs_BHFSNLVCC

BLN21

1.650735

0.251789

esb_BHFSNLVCC

BLN33

2.232158

-0.50786

ofb_BHFSNLVCC

BLN32

1.815108

-1.16768

obt_BHFSNLVCC

BLN28

1.436859

-0.99804

bgi_BHFSNLCCV

BLN27

1.842944

-0.51143

iff_BHFSNLVCC

BLN26

1.977447

-4.9E-4

fso_BLFSNLCCV

BLN25

1.518701

-0.32164

egb_BHFSNLVCC

BLN22

1.124986

0.518082

gsi_BLFSNLCCV

BLN20

1.836735

0.232635

usf_BLFSNLVCC

BLN38

1.492819

-0.78259

ggu_BHFSNLCCV

BLN15

2.174489

-0.2881

bso_BHFSNLCCV

BLN12

1.691282

-0.49891

ugb_BHFSNLVCC

BLN11

1.329379

0.160891

gfa_BLFSNLCCV

BLN8

1.90133

-1.08335

bfi_BLFSNLCCV

BLN7

1.007694

-0.30315

its_BLFSNLVCC

BLN5

1.776738

-0.72324

ofs_BLFSNLVCC

BLN4

1.255836

-0.71554

abg_BLFSNLVCC

BLN34

1.20291

-0.95107

bte_BHFSNLCCV

BLN24

1.247806

-1.70439

sto_BHFSNLCCV

BLN40

1.564486

-0.73159

ubf_BLFSNLVCC

BLN43

1.140344

-0.43792

itg_BLFSNLVCC

BLN50

1.448318

-1.95043

sbu_BLFSNLCCV

BLN41

1.131609

-1.2508

utf_BHFSNLVCC

BLN51

1.681554

-0.09789

bsa_BHFSNLCCV

BLN44

1.278615

-0.21978

get_BLFSLLCVC

BLL16

1.587309

-0.74636

seo_BLFSLLCVV

BLL1

1.459648

-0.27294

goo_BHFSLLCVV

BLL66

2.441065

-1.16957

bit_BHFSLLCVC

BLL18

1.317433

-0.4494

gou_BLFSLLCVV

BLL19

1.254143

-0.62107

tus_BLFSLLCVC

BLL14

1.261876

-0.39013

bos_BLFSLLCVC

BLL13

1.772323

0.405629

gia_BLFSLLCVV

BLL39

1.645945

-2.2387

sue_BHFSLLCVV

BLL10

1.081038

0.873141

gas_BLFSLLCVC

BLL59

2.221273

-1.58442

sif_BHFSLLCVC

BLL53

1.808295

-0.69733

tou_BHFSLLCVV

BLL2

1.774326

0.733076

gat_BHFSLLCVC

BLL3

1.635401

0.724149

tee_BLFSLLCVV

BLL6

0.999378

-0.55591

foi_BLFSLLCVV

BLL52

1.654456

-1.87731

bug_BLFSLLCVC

BLL49

2.422775

-0.84577

bib_BHFSLLCVC

BLL9

1.586362

0.222445

teg_BLFSLLCVC

BLL60

0.813006

-1.20535

fui_BLFSLLCVV

BLL79

1.831313

0.776323

tao_BHFSLLCVV

BLL17

0.907513

-0.24364

foa_BLFSLLCVV

BLL78

1.03

-0.0112

fef_BHFSLLCVC

BLL47

1.388523

-1.93272

but_BLFSLLCVC

BLL42

1.670849

-1.37173

seg_BLFSLLCVC

BLL29

0.929085

-1.44708

soi_BLFSLLCVV

BLL35

1.541083

0.343321

teo_BLFSLLCVV

BLL30

1.992436

1.172246

taf_BHFSLLCVC

BLL74

1.475001

-1.06164

bog_BHFSLLCVC

BLL71

1.458295

0.336805

tes_BHFSLLCVC

BLL31

1.316283

-0.52687

sau_BHFSLLCVV

BLL36

2.034119

-0.41435

fif_BHFSLLCVC

BLL69

1.617867

0.981823

gae_BHFSLLCVV

BLL64

1.664368

0.017039

tof_BHFSLLCVC

BLL45

1.536397

0.816267

tai_BHFSLLCVV

BLL37

1.333124

-1.215

fug_BLFSLLCVC

BLL77

1.581366

-0.86999

bei_BLFSLLCVV

BLL46

1.456297

-0.96887

sie_BHFSLLCVV

BLL23

1.628395

0.006898

teu_BHFSLLCVV

BLL56

1.649326

-0.4977

sob_BLFSLLCVC

BLL67

2.333279

-0.07318

tio_BHFSLLCVV

BLL75

1.489441

-1.43254

sog_BHFBNCGCVV

BNCH7

1.736634

-0.24222

fob_BLFBNCGCVC

BNCH5

1.461537

0.272849

baa_BHFBNCGCVV

BNCH4

1.967817

-0.12145

sab_BLFBNCGCVC

BNCH6

1.596028

-1.02896

sos_BHFBNCGCVC

BNCH8

1.366702

-0.54221

boa_BHFBNCGCVV

BNCH3

1.592324

-0.03725

fia_BLFBNCGCVV

BNCH2

1.330497

0.388781

faa_BLFBNCGCVV

BNCH1

1.813143

0.48295

tie_BLFBCOGCVV

BCOG3

1.331044

-2.50381

suu_BHFBCOGCVV

BCOG1

1.233266

-1.99945

buo_BHFBCOGCVV

BCOG2

1.309761

-0.02455

fat_BHFBCOGCVC

BCOG5

1.36066

0.561178

gao_BLFBCOGCVV

BCOG4

1.429202

0.014038

baf_BHFBCOGCVC

BCOG6

1.688684

0.601145

tag_BLFBCOGCVC

BCOG8

1.995489

-0.11126

tig_BLFBCOGCVC

BCOG7

Comparison of base rate errors of singles, cogs, and ncogs, split by frequency.

Word type

Singles

Cognate homographs

Non-cognate homographs

Singles 

Cognates

N-cog-homs

High Frequency

0.012292

0.011649

0.014222

High Frequency

0.012292

0.011649

0.014222

Low Frequency

0.031913

0.030313

0.036401

Low Frequency

0.031913

0.030313

0.036401

 Word (existing in only one language)

 Cognate homograph

 Non-cognate homograph

 Translation equivalent

 Identical translation equivalent

 Same word form in other language

 % reduction

 % reduction

 % reduction

Unprimed

Primed

   in error

Base

Prime

   in error

Base

Prime

   in error

   Single

0.0221

0.0154

0.30316742081447967

 Cognate homograph 

0.021

0.0149

0.29

 Non-cognate homograph 

0.0253

0.0171

0.32

   Trans. Equiv.

0.0221

0.0208

0.058823529411764816

 Translation Equivalent

0.021

0.0193

0.08

 Word form in other lang.

0.0253

0.0264

-0.04

Priming of the translation equivalent as

Priming of the translation equivalent as

Priming of the word form as

a proportion of the repetition priming

a proportion of the repetition priming

a proportion of the repetition priming

effect of the Single in its own language:

0.19

effect of the Cognate in its own language:

0.28

effect of the Non-cog-hom in its own language:

-0.13

Human Data

 % reduction

 % reduction

Unprimed

Primed

   in error

Unprimed

Primed

   in error

   Single

732.5

652.5

0.10921501706484642

   Single

732.5

652.5

0.10921501706484642

Empirical Data

   Trans. Equiv.

732.5

735.0

-0.0034129692832764505

   Trans. Equiv.

732.5

735.0

-0.0034129692832764505

Unprimed

Primed

Unprimed

Primed

Within language    

732.5

652.5

732.5

652.5

Between language     

732.5

735.0

732.5

735.0

Unprimed

Primed

Unprimed

Primed

Within language    

0.0221

0.0154

0.0253

0.0171

Between language     

0.0221

0.0208

0.0253

0.0264


